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Abstract

With the exponential growth of content in recent years, users are primarily interested in obtaining a particular content and are not concerned with the host housing the content. By treating content as a first class citizen, information-centric networks (ICN) seek to transform the Internet from a host-to-host communication model to a content-centric one. A key component of ICN is to cache content at storage-enabled routers. By caching content at in-network routers, network performance can be improved by delivering content from routers closer to the user and not from the origin servers (content custodians). In this article, we provide an overview of the state-of-the-art cache management and routing policies in ICN. We present a small comparison study of some state-of-the-art algorithms on a real Internet topology to help the reader appreciate how the different strategies compare against one another. Our simulation results demonstrate that it is hard to pick a winner among existing policies. We conclude the paper with a discussion of open research questions.

I. Introduction

In recent years, a new networking paradigm called information-centric networking (ICN) has been proposed that aims to transform today’s Internet from a host-based communication model to a content-centric one. An important feature spanning across ICN designs is incorporating in-network caching at storage-enabled routers. In ICN, while content is permanently housed at a few origin servers (content custodians), storage-enabled routers can cache content as it passes through them. Therefore, in contrast to today’s host-centric Internet, in ICN, en route routers, in addition to the content custodian, can also satisfy requests generated by users. The main advantages of serving content to a user from a router are: i) users experience lower latency as all requests need not be routed to the content custodian; ii) congestion in the network core is alleviated as a significant fraction of requests can be serviced by routers located close to the user (i.e., network edge).

Figure 1: Comparison between host-centric networks and information-centric networks

Figure 1a depicts a typical host-centric network. Let us assume that user U requests the red piece of content that is housed at server C. The request is routed towards C along the red path according to the routing algorithm, as shown in Figure 1a. When C receives the request, it serves the red content to U. Let us contrast this scenario with that of an ICN, as shown in Figure 1b. All network routers are storage-enabled and capable of caching content; in general only a subset of routers in an ICN might have storage capability. We assume all content is available at custodian C. When U requests the red content, it is downloaded from C and cached at en route routers. Let’s assume that after some time U requests the red content again. On its way towards the custodian, the request reaches router R that has the requested content in its cache (Figure 1c). The content is then downloaded to U from R and the request is not forwarded to C (as indicated by the curved black arrow in Figure 1c).
Therefore, in ICN, the primary focus is content; publishers generate content that is then permanently hosted at content custodians. Each piece of content is uniquely identified by a content name. In ICN, users generate Interest packets for a particular content. When the Interest packet reaches a router having that content, the router generates a Data packet to send the content back to the user. On its way back to the user, the content might be cached at en route routers, depending on the cache management policy. Hence, one of the main challenges in ICN is to design efficient cache management and routing policies that can enable the user to locate and obtain content along the fastest route.

In this article, we provide an overview of ICN data forwarding techniques, focusing mainly on the routing and cache management aspects. Our first objective is to provide the reader an understanding of the guiding principles behind the design of state-of-the-art caching and routing strategies, so that they can compare and contrast them. Secondly, we demonstrate via a simulation study that it is hard to pick a clear winner among the existing policies and that performance is dictated by a number of network parameters such as content popularity distribution, network topology, content universe and cache size. Finally, we highlight some of the shortcomings of existing research and discuss some open research questions.

II. Caching and Routing Policies

In this section, we outline the state-of-the-art cache management policies (that determine what content to cache and which ones to evict) and routing algorithms in ICN. For a detailed survey of ICN caching and routing policies we refer the reader to [15]. Intelligent caching and routing techniques provide superior performance in comparison to naïve strategies that cache all content that pass through routers and use simple shortest path algorithms for routing.

A. Cache Management Policies

We begin by describing some of the cache management policies designed for ICN. When a piece of content passes through a router, there are two major decisions to make. Firstly, it needs to decide whether to cache the content or not (cache insertion). Secondly, once the router has decided to cache a particular content, it has to decide what content to replace from the cache (cache eviction).

The simplest cache insertion policy is the Leave Copy Everywhere (LCE) policy, where every router on the path between the source (i.e., the router serving the content) and the user caches a copy of the content. The LCE policy stores multiple copies of the same content within the network and is not efficient. Recently, a number of cache insertion strategies have been proposed to improve performance by decreasing the redundancy of the same piece of content within the network. We discuss a few of them here.

- **Leave Copy Down (LCD):** The LCD policy was originally proposed for overlay caches, and researchers have adopted it for ICN. In the LCD policy, whenever there is a cache hit, content is replicated only at the router that is one hop downstream towards the user [1]. The LCD policy decreases redundancy and at every step moves the content one step closer to the user. We will see later that the LCD policy, though simple, yields performance comparable to and in some cases better than some state-of-the-art policies.
- **Randomly Copy One (RCO):** In RCO [14], the content is cached randomly at only one node along the path through which content is downloaded. The authors demonstrate that even such a simple caching policy is a promising policy for ICN and can provide significant performance benefits.
- **Cache Less for More (CL4M):** CL4M [2] decreases content redundancy by leveraging the concept of centrality to determine the router most suited to cache content en route between the source and user. The centrality of a router is calculated based on the number of content delivery paths that pass through it (i.e., number of shortest paths traversing it) to make caching decisions. Content is cached at the router between source and user with the highest centrality. The intuition is that caching content at a router that lies at the
intersection of a large number of content delivery paths will help satisfy a significant number of Interest packets and avoid unnecessary content replication.

- Probabilistic Caching (ProbCache): In [3], the authors adopt a probabilistic model to determine if a router should cache a piece of content passing through it. They determine the ‘caching capability of a path’ that provides an indication of the number of times a particular piece of content should be cached on the path between the source and user. For each router on the path, they also estimate a weight and the probability of caching a piece of content at a router (ProbCache) is the product of the caching capability and the weight.

- Latency-aware Caching (LAC): LAC leverages local latency measurements to decide whether to cache a piece of content [4] at a node. The latency for a piece of content at a node is the time elapsed between Interest forwarding by that node and the corresponding Data reception. It adopts a distributed approach where the probability of caching a piece of content at a given node is proportional to the popularity and the latency locally observed at that node.

- PopCache: PopCache [5] utilizes content popularity to determine whether to cache a particular content or not. The main premise is that popular content should be stored in the routers close to the users, while unpopular content can be cached in routers away from the users. Additionally, it spreads unpopular content evenly among far away caches to prevent content duplication. Several other research papers have also advocated for caching the most popular content at the network edge. In [6], the authors demonstrate that in a tree topology caching effectively at the network edge provides majority of performance benefits in ICN.

- Congestion-aware caching (CACS): The policies described so far do not explicitly take network congestion into account when deciding what content to cache. The authors in [7] propose a network congestion based utility metric to determine what content to cache. The utility function operates at each router and estimates the savings in download latency obtained by caching a particular content at that router. The download latency savings is defined as the difference between the time taken to download the content from this router, and the time it takes to download it from the source. The latency savings are estimated by considering the content popularity, the number of flows through that router and the end-to-end throughput. The end-to-end throughput is dependent on network congestion and is determined based on the bottlenecked link.

The other important aspect of cache management is cache eviction. The most widely used cache eviction policies are First in First out (FIFO), RANDOM, Least Recently Used (LRU), Least Frequently Used (LFU) and Time-to-live (TTL) based caching. Note that until a cache is full, no content is evicted from the cache; content gets evicted when a new piece of content arrives and there is no space available in the cache.

- FIFO operates on the First in First Out policy and so content is replaced in the order in which it arrives.
- In the RANDOM replacement policy, when a new piece of content is added to the cache at a router, an existing piece of content is randomly selected and evicted from the cache.
- In the LRU policy, the least recently used content (i.e., content that has not been accessed for the longest duration of time) is evicted from the cache. The LRU caching policy thus ensures that popular content is not easily evicted from the cache. LRU caching policy adapts effectively to temporal changes in network traffic. Several modifications to LRU caching (e.g., p-LRU, where content is inserted into a cache with probability p, with the eviction policy being LRU) have also been proposed in literature.
- The LFU caching policy evicts content that is least frequently used. Assuming that the content popularity is known a priori, the LFU caching policy can be implemented by statically caching the most popular content in the cache (i.e., if the cache size is ‘C’, then the ‘C’ most popular content pieces are cached).
- In TTL based caches, each piece of content in the cache has a time stamp associated with it. Once the time stamp expires, the content is evicted from the cache. TTL based caches are preferred because of the ease of implementation, but the biggest challenge lies in determining the expiration time stamp. Recent work [8] outlines an analytical approach to model the performance of TTL based caches.
B. Routing Algorithms

The majority of prior work in ICN has been focused on designing novel caching techniques while keeping the routing simple. One of the simplest routing algorithms is Dijkstra’s shortest path routing algorithm, which has been widely used in ICN prototyping and testing. Variations of shortest path routing are widely adopted in the Internet (e.g., OSPF). If the Internet were to be transformed to an ICN, protocols such as BGP and OSPF can be easily used with some minor modifications. We next outline some of the ICN routing algorithms proposed in literature.

- **Breadcrumbs:** In this protocol [9], each cache maintains a table to keep track of routing information. Each entry in this table, called a breadcrumb, keeps track of the time when a piece of content was downloaded, the ID of the cache that provided the content and the cache to which this content was forwarded. Interests are forwarded at each cache based on breadcrumb entries available at that cache.

- **Hash-routing:** The Hash-routing scheme described in [10] requires both edge routers and core routers within the domain to implement a hash function. Whenever an Interest arrives at an edge router, it computes a hash function to determine the router where the content is available. This policy requires that each piece of content be stored at exactly one router (let’s say R) within the domain. The Interest is then forwarded to R, as returned by the hash function. If the content is available at R, then it is downloaded; otherwise the Interest is forwarded to the content custodian. When the content is downloaded from the custodian, there are multiple options. We mention one of the policies, Hash-routing symmetric, where the content is downloaded from the custodian to the user via router R. Router R caches the content as it passes through it on its way to the user. We refer the reader to [10] for a detailed description of the other Hash-routing policies. Note that a Hash-routing policy eliminates the need for routers to maintain per-packet state. However, it requires a hash function to be implemented at each router and allows for only a single replication of any content within a domain.

- **Characteristic time routing (CTR):** In CTR [11], users forward their Interests based on a time-to-live (TTL) based lookup table. The lookup table contains information regarding the content, the cache that can serve this content and the time after which this entry will be purged. The TTL information is populated based on the characteristic time information for a piece of content. Characteristic time for a piece of content in a cache indicates the amount of time in the future a recently accessed content is likely to remain in that cache. In order for users to explore additional paths apart from the direct one to the custodian, the lookup table is populated periodically via local search. Whenever a user generates an Interest, it first queries its lookup table to determine if there is an entry in the lookup table corresponding to that content. If there is an entry, the user forwards the Interest towards the node obtained from the lookup table, otherwise it forwards it towards the custodian.

- **Scoped Flooding:** With in-network caching, same content might be available at multiple locations within the network. Therefore, it is possible that a user might find the content it is interested in, in its neighborhood. In [7], the authors propose augmenting the native shortest path routing algorithm with congestion-aware local search to improve performance (CACS). The search begins with the user flooding the Interest packet within a specified neighborhood. Any router that has content matching the Interest sends a Reply back to the user along the reverse path. Each router calculates the available bandwidth of the link it forwards the Reply on, and attaches it to the Reply message. When the Reply reaches the user, it can determine the bottleneck link of the path and the bandwidth available. The user collects all Reply messages and then downloads the content along the least congested path (i.e., the path with the maximum bandwidth). If the user does not receive any Reply messages within a fixed amount of time, it sends the Interest packet to the custodian along the shortest path. In Pro-diluvian [12], the authors study the benefit of scoped flooding for content discovery in ICN. They demonstrate theoretically, as well as through empirical evaluation, that flooding within a small radius helps achieve most of the performance gains. They then determine the optimal flooding radius for two scenarios: i) where a node has prior knowledge of where a piece of content might be available and ii) where the node does not.
• Cache-aware routing (CAR): In CAR [13], the authors propose a dynamic programming algorithm to compute the routes followed by each request from each network node. The algorithm computes these routes based on the transportation cost metric, which is governed by factors such as content popularity, content locality, and the caching strategy used. Their objective is to optimally compute the routes for each request such that the overall network traffic is minimized.

• Potential Based Routing (PBR): In PBR [14], the authors leverage the idea of a potential field to facilitate routing for a desired content. When a node receives an Interest, it selects the neighbor that maximizes the potential difference and forwards the Interest. In Cache-Aware Target idenTification (CATT) [14], the authors combine PBR and RCO to design a superior forwarding strategy for ICN.

We next compare the existing cache management and routing policies according to the following attributes: on-path caching, alternate-path caching and neighbor search in Table I. In this table, the attribute on-path caching denotes if content is cached at intermediate nodes while it being downloaded along the shortest path, as determined by the routing algorithm. Alternate-path caching denotes that Interest packets are forwarded along paths other than the shortest one. While content is downloaded along these alternate paths, it could be cached at en route nodes. The neighbor search attribute indicates if a user leverages its neighbors to discover new paths for a piece of content.

### Table I: Comparison of cache management and routing policies

<table>
<thead>
<tr>
<th>Name</th>
<th>On-path caching</th>
<th>Alternate-path caching</th>
<th>Neighbor search</th>
<th>Mobility Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>LCE</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>LCD</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>CL4M</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>ProbCache</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>LAC</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>PopCache</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>CACS</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Breadcrumbs</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Hash-routing</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>CTR</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>CAR</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>RCO</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>CATT</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

An important point to note in the case of ICN is the close association between caching and routing. For example, the path along which content is obtained in turn dictates where the content is likely to be available. Though most strategies described so far treat caching and routing independently, the maximum gains in performance can only be achieved by treating both these factors jointly. Therefore, it is necessary to investigate the routing and caching problem jointly to determine the optimal strategy, i.e., path along which a user should forward its Interest and the content to be cached at enroute routers.

### III. Comparing State-of-the-art Algorithms

In this section, we present results comparing some of the state-of-the cache management and routing policies, namely, LCE, LCD, CL4M and ProbCache caching policies (all of which use Dijkstra’s algorithm as their routing algorithm) and Hash-routing, CTR routing (that uses LCE and LRU as its cache insertion and eviction policy, respectively) strategies. We simulate all algorithms using the Icarus simulator, a simulator designed exclusively for

---

1 This table is similar to Table I presented in our earlier work [11].
ICN research. The simulation parameters described next have been carefully chosen to highlight the importance of network parameters on performance. Depending on the simulation parameters, one approach can outperform the other, thereby calling for more rigorous experimentation by the networking community to understand the entire parameter space. We refer the reader to [11] for more extensive simulation results.

Our simulation results, though not exhaustive, serve two main purposes: i) provide the reader an understanding of how the different policies compare to each other when simulated with the same set of common assumptions and for the same real world network topology; ii) highlight that no strategy is a clear winner.

![Figure 2: WIDE: Comparing latency performance of different policies with cache size (custodian = 1)](image1)

![Figure 3: WIDE: Comparing latency performance of different policies with cache size (custodian = 2)](image2)
We assume that content universe size is 2000 and that content popularity is distributed according to a Zipfian distribution with skewness parameter $\alpha$. We compare the latency for the various policies (Figures 2 and 3) by varying the cache sizes of the in-network routers from 50 to 250 for $\alpha = 0.6$. The results reported here are for the WIDE topology. WIDE is the first network established in Japan consisting of 29 network nodes. The performance numbers are calculated after the caches are sufficiently warmed up, so as to eliminate transient behavior. The vertical bars on the graphs indicate the confidence intervals calculated based on 5 runs of the simulation. Figures 2 and 3 are generated for a network with single and multiple (in this case 2) custodians respectively. The content is distributed uniformly at random among the custodians in the multiple custodian case.

We observe from the figures that the performance of CTR, CL4M, ProbCache and LCD is usually better than LCE, that indiscriminately caches content at all routers on the download path. The performance of Hash-routing (denoted by HR in the figures) varies drastically with the number of custodians and cache size. We note that the Hash-routing scheme presented in this article is the symmetric scheme discussed in [10]. Usually the hybrid multicast Hash-routing scheme outlined in [10] has performance comparable to ProbCache and LCD; the superior performance can be attributed to the multicast behavior and comes at the cost of increased overhead. In Figures 2 and 3, we observe that overall, CTR, one of the most recent routing strategies in ICN, performs the best. However, it is difficult to pick a winner among the existing strategies. Our simulations demonstrate that there is no clear ordering between the existing policies. In fact, from Figure 3, we observe that for the multiple custodian case studied here, a relatively simple strategy such as LCD provides the best performance.

IV. Discussion

In the previous section, we observed that a thorough exploration of the parameter space is necessary to understand where one strategy outperforms the other. Most prior work in ICN has been primarily tested on synthetic traces, relying heavily on assumptions such as content popularity following a Zipfian distribution, arrival rates being Poisson and request streams following an Independent Reference Model. Though these synthetically generated traces are useful for verifying a concept, past research has clearly demonstrated that these assumptions do not hold true for real Internet traffic. Therefore, going forward, ICN researchers should evaluate the proposed policies on real-world traffic traces to understand their efficiency. During the past decade, a large number of datasets have been made publicly available to the networking community (e.g., CRAWDAD, University of Massachusetts trace repository).

Recent work in ICN has focused on simple forms of popularity-based in-network caching to improve user performance. These policies focus mainly on the network edge and fail to effectively leverage caches in the network core. In ICN, deployment of network-wide caches is likely to be expensive. Therefore, it is important to design efficient caching and routing policies that maximize cache utilization, both at the network edge and in the network core and minimize unnecessary content duplication. Additionally, most state-of-the-art caching techniques primarily focus on minimizing content delay, which is a relatively simple problem. An equally important, yet largely ignored problem is to design routing and caching algorithms aimed at maximizing throughput. Determining the throughput of a flow is harder in comparison to delay, as throughput is governed by the capacity of the bottleneck link.

Several other open research questions remain. With the growth and deployment of large networks in the Internet-of-Things era comprising of diverse nodes (e.g., mobile nodes, sensor nodes, smartphones) with varying capabilities to connect to the Internet (e.g., WiFi, 4G LTE), questions related to where and what content to cache and where to place computation (e.g., mobile cloud) will become even more important. These diverse nodes will differ in their energy capability (i.e., some might be battery powered while others might be connected to a power outlet) and the amount of cache memory they possess. Therefore, designing routing and caching mechanisms that take heterogeneity and resource constraints into account is an important direction of future research.
Scalability is another important issue that has received little attention in ICN. The ICN architecture will receive widespread adoption only if it can be demonstrated that the caching and routing algorithms work at scale, and can provide superior performance in comparison to today’s host-centric Internet. As network size increases, it is possible that some centralized and cooperative caching and routing policies become computationally expensive, thereby rendering them ineffective. Therefore, it is essential to test the scalability of the proposed routing and caching techniques. The SNAP database, designed by researchers at Stanford, contains examples of multiple real networks of varying sizes. The proposed algorithms can be tested on these networks to study their scalability.

In future, mobility will be a fundamental characteristic of most networks. Uncertainty and change in network connectivity, particularly due to mobility will pose new challenges to ICN researchers. For example, consider a network consisting of two mobile strongly connected components. We assume that these components meet each other at regular intervals. Thus the links that are formed between nodes in these two connected components are tenuous and fleeting. Let us assume that a piece of content (say A) is available in only one of these components. As a result, when the two components meet, it is necessary to cache this content A in the other component as well. To address scenarios like this, it is necessary to identify the ‘importance’ of content. This importance of content would need to be determined considering factors such as availability of content, quality of network links, mobility of the nodes and future network connectivity. To better understand the importance of mobility on performance, it is imperative to stress test algorithms proposed in future against varying levels of mobility, both pedestrian and vehicular, an aspect that has been largely overlooked so far.

There are several publicly available user request stream traces. Researchers at University of Massachusetts Amherst have made publicly available a collection of traces from a campus network measurement on YouTube traffic. This trace contains information about requests for specific YouTube content. Similarly, the web traffic dataset generated by researchers at Indiana University contains information for 60 million requests per day. This data was collected everyday between Sep 2006 and May 2010 and can be obtained by filing a request.

For greater acceptance of the proposed algorithms and for their widespread adoption, it is imperative that moving forward, the community tests the proposed algorithms on real ICN testbeds. One such effort is the NDN research testbed, that is a shared resource created for research purposes including software routers at multiple participating institutions. However, it is necessary that more such testbeds be deployed at different parts of the world to facilitate rigorous experimentation and testing.

Designing countermeasures against attacks that aim to comprise ICN security and privacy by exploiting caching and routing is relatively unexplored. ICN is vulnerable to cache pollution attacks where an attacker attempts to degrade network performance by polluting caches. Similarly, Interest flooding is a routing based Denial of Service (DoS) attack that is unique to ICN. But, in-network caching also presents unique opportunities for ICN to minimize the degradation of service caused by DoS attacks. A DoS attack in a host-centric network makes the server temporarily unavailable, thereby preventing any requests from being served. Contrasting this with the content-centric architecture in ICN, even if a DoS attack results in the content custodian being unavailable, requests for content could potentially be served from other in-network caches that have a cached copy of the content. Designing routing and search strategies for effectively locating content in the network when the custodian is unavailable due to a DoS attack is an interesting research challenge. In ICN, as routers that are independent of the content generators cache content, ensuring content authenticity and privacy is another important, yet largely unexplored problem.

V. Conclusion

In this article, we provided an overview of caching and routing algorithms in information-centric networks (ICN). We described the state-of-the-art cache management (e.g., CL4M, ProbCache, PopCache) and routing (e.g., Hash-routing, CTR) techniques in ICN, outlining their salient features. We compared some of the state-of-the-art policies via realistic simulations and demonstrated that their performance is strongly dependent on network parameters;
therefore, it is hard to pick a clear winner among the proposed techniques. This calls for more rigorous experimentation to understand the entire parameter space. We finally discussed some open research problems and possible ways to address them.
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